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1. INTRODUCTION

First Barrett and Goldsmith (1976) after Gove
et al. (1982), examined the confidence intervals to
determine how large n must be to generate approxi-
mately normal distributions of sample means when
using simple random sampling. This research extends
their investigation to ratio and linear regression esti-
mation based on sample random sampling. For both
ratio and linear regression estimation, a supplemen-
tary variable x

i
, correlated with the primary variable

y
i
, is obtained from each unit in the sample. The popu-

lation means m
x
 of the x

i
 must be known. The fol-

lowing formulae for ratio and regression estimation
were adapted from Cochran (1977).

The ratio estimator and confidence interval are:
Y

R
= (y/x) µ

x

Y
R
 ± t*√v(Y

R
) (1)

Where Y
R 
 is the ratio estimator of the popula-

tion mean, y and x are the sample means of the y
iand x

i
, µ

x
 is the population mean of the x

i
, t is Student’s

t- value and v(Y
R
) is the sample variance of the ratio

estimator.
The linear regression estimator and confidence

interval are:
y

r
 = y+ b(m

x
- x )

y
r
 ± t*√ v(y

r
 ) (2)

Where y
r
 is the linear regression estimator of

the population mean, b is the sample estimator of the
slope coefficient, v(y

r
) is the variance of the linear

regression estimator, and the others are as defined
for ratio estimation. The ratio estimator is unbiased
when the relationship between y

i
 and x

i
 is a line

through the origin; the linear regression estimator is
unbiased when the relationship between x

i
 and y

i
 is

linear. The ratio estimator is more efficient than the
linear regression estimator is when the variance of y

iis proportional to x
i
; the linear regression estimator

is more efficient when the variance of y
i
 is the same

for all levels of x (Cochran 1977). Actual popula-
tions often fail to fulfill exactly the assumptions for
these two types of estimators. If the sample size is
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sufficiently large, however, satisfactory estimates can
be obtained even if the conditions are only approxi-
mately met. Not only must the sample size be large
enough so that the bias by ratio or regression esti-
mation is negligible, but it must be large enough so
that the sampling means on repeated sampling closely
approximate a normal distribution. Generally a sample
size of 30 or more units is recommended.

In this study, for selected population are used
to examine the suitability of ratio and linear regres-
sion estimators. Linear models were formed by
sample groups ( 8-16-24-30 ) which have different
number of samples for obtaining relation of diameter
at breast height- diameter increment and model out-
puts were compared with real values.

2. MATERIAL AND METHOD
2.1 Material

Short description follows of the population ex-
amined to obtain a better idea about the sample size
required. Sample plots are located Burunsuz region
of Belgrade forest in Istanbul. Plantation at 1951 and
1953 years produced four provenance of the Clus-
ter pine (Ispanya, Lambert, Gironde and Korsika)
in Burunsuz region. Throughout 1965 and 1967
years, fixed application (permanent plots) areas were
formatted in this plot, that planted provenance were
14-15 years old. Purpose of this study, is research
wood productivity of cluster pines. Measurements
of three provenance areas consist of four parcels,
which are 25x25m, but Gironde’s measurements
consist of three parcels, which are 16x25m. Trees
that present each plot of land has 15 pieces of par-
cels were numbered to start from one. Also four
Pinus maritima Ait. provenance diameter at breast
height of numbered trees in plot of land measured
perpendicular two directions to each other. Thus
obtained values were recorded.

Each parcel were accepted such as a different
stand. Subsequently, random draw were made 11-
18 times for 8,16,24 and 30 piece of samples in each
parcel and this, mean diameter at breast height (x

i
)

and diameter increment (y
i 
) were obtained. Note

that the diameter – diameter increment data tend to
approximate the requirements for a ratio estimator.
The relationship between diameter at breast height-
diameter increment data is linear.

2.2 Method

In this study, used periodic measurements.
These periodic measurements belong to 1967-1975-
1981 and 1995. These measurements are shown with
SP67 (1967 measurements of sample plots),
SP75,SP81 and SP95. Periodical diameter incre-
ments divided by period time and were found annu-
lar diameter increments. Sample sizes for periodical
measurements are taken SP:133, SP81:131 and
SP95: 119.

As emphasize, in the material section, in this
study, for various sample sizes and random sampling
technique were made. In the selection of 119- 133
samples of a specified size. This process, were made
the following quantities were computed.

1- the mean of the sample means,
2- the percentage of times the confidence in-

terval missed the population means on the low and
on the high side,

In addition, frequency histograms of the sample
means were constructed. The distribution of means
in all the histograms seems to approximate a normal
distribution.

3. FINDINGS AND DISCUSSION

3.1 Bias

In this study, bias is defined as follows;
Bias= E ( y )- µ (3)

where E( y ) is the estimated expected mean of
the population based on an average of the sample
means, and µ is the true population mean. Estimates
of the population mean for each population are
shown in Table 1. Even for a sample size of eight
(SP75), the means for ratio estimation 8.50 and the
population mean of 8.663.
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Table 1: Ratio and regression estimation of the population means of 8.663, 4.135 and 3.190 for the diameter at breast height-
diameter increment population.

* In the parenthesis were given the mean of population means.
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Table 2: Percentage of times the confidence interval missed the population mean. Each value
in the table is based on 119-133 samples, and given in % (ratio and regression ).

3.2 Percentage of times the confidence in-
terval missed the population means

A value from Student’s t- distribution was used
to compute a 95% confidence interval that is, we
should fail to cover the population mean only 5% of
the time, provided the estimates are normally dis-
tributed and the bias of the estimates is negligible.
The percentage of times the confidence interval

missed the population mean is shown in table 2. As
an example, ratio estimates of the population based
on a sample (SP81) of 24 resulted in the confidence
interval missing the population mean 5.34% of the
time. Generally, confidence intervals by ratio esti-
mation failed to include the population mean less fre-
quently than those by regression estimation.

The mean confidence intervals indicate that ra-
tio estimation is slightly more precise than regression
estimation for the population; on the other hand, re-
gression estimation proved to be more precise for
diameter at breast height increment.

The mean confidence interval width for those
that covered the population mean is smaller than for
those that are above.

Analysis regression was made by sample data
that is valid for population. Number of sample units
must take enough large far the small standard errors.

Because structure of population reflects to the sample
and sample can represent the population well.

4. RESULT AND PURPOSALS

Table 3 shows the relationship of bias to the
percentage of times the confidence interval catches
the population mean at α= 0.05 level assuming the
estimates follow a normal distribution (BARRETT
and NUTT 1979 ).

Table 3: The relationship of bias to the percentage of times the confidence interval catches
the population mean.
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Here, bias is expressed as a percentage of the
population standard error. The table indicates that,
as bias exceeds 20%, the percentage catch drops
well below 95% and bias may no longer be consid-
ered negligible. For a population, which fits the con-
straints of a ratio estimator such as the population, a
sample size of 24 units is sufficient. The confidence
interval catches the population mean about 94% of
the time.

Results from this study suggest that ratio and
regression estimation can be used for sample sizes
as small as 24 units, provided the plotted data only
approximately fulfill the conditions for either method
of estimation. But in young stands for reduce of stan-
dard error in prediction can use 30 units.
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